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Odpowiedzialna polityka dotycząca 
sztucznej inteligencji 
TECHNOLOGIA INFORMACYJNA │ DATA WYDANIA: 21 stycznia 2026 r.

│Data aktualizacji: N.D.

Niniejsza Polityka stanowi potwierdzenie zaangażowania firmy Magna w odpowiedzialne 
wykorzystywanie i rozwijanie rozwiązań z zakresu sztucznej inteligencji we wszystkich 
naszych operacjach, produktach i procesach biznesowych. Rozwiązania te stwarzają 
okazję do zwiększenia wartości, ale mogą również wiązać się z ryzykiem prawnym, 
uszczerbkiem na reputacji i innymi zagrożeniami dla firmy Magna, jej pracowników i innych 
interesariuszy. Dokładne przestrzeganie niniejszej Polityki ma kluczowe znaczenie dla 
promowania bezpiecznego i odpowiedzialnego korzystania ze sztucznej inteligencji w celu 
maksymalizacji możliwości i minimalizacji ryzyka. 

ZASTOSOWANIE POLITYKI 
Niniejsza polityka odnosi się do Magna International Inc. oraz wszystkich grup, oddziałów (w tym kontrolowanych spółek 
joint venture), spółek zależnych oraz innych jednostek organizacyjnych firmy na całym świecie. Niniejsza Polityka ma 
również zastosowanie do wszystkich osób działających w imieniu Magna, w tym pracowników zatrudnionych na pełny 
lub niepełny etat w Magna, niezależnych kontrahentów, przedstawicieli, dyrektorów, konsultantów i agentów – w niniejszej 
Polityce wszystkie takie osoby określamy mianem „Ty” lub „Osoby z Magna”. 

Niniejsza Polityka określa wymogi dotyczące odpowiedzialnego, etycznego i bezpiecznego korzystania z 
następujących materiałów i ich rozwoju:  

• Wszelkie rozwiązania AI, w tym tradycyjne systemy AI, systemy generatywnej AI, agenty AI i agentowa AI;
oraz

• każdy wyniki wygenerowany przez rozwiązanie AI.

„Korzystanie” z rozwiązania AI oznacza, że korzystasz z istniejącego rozwiązania AI opracowanego przez firmę Magna 
lub osobę trzecią w celu wykonania: 

• prostych zadań, takich jak generowanie wiadomości e-mail lub obrazów, streszczanie tekstu lub odpowiadanie na
pytania; lub

• bardziej złożonych zadań, takich jak wsparcie rozwoju produktów Magna, procesów biznesowych i inicjatyw
automatyzacji produkcji.

„Rozwój” rozwiązania AI oznacza wyższy poziom interakcji z rozwiązaniem i obejmuje następujące elementy: 

• opracowywanie specyfikacji dla Rozwiązania AI;
• budowanie, projektowanie, udoskonalanie lub trenowanie modelu i algorytmu Rozwiązania AI;
• zbieranie, przetwarzanie lub szkolenie zestawów danych stanowiących podstawę Rozwiązania AI;
• testowanie lub walidacja rozwiązania AI; lub
• używanie narzędzia innej firmy do celów opracowywania.

Opracowanie  Rozwiązania AI może być: 
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• służyć wyłącznie do celów wewnętrznych (np. automatyzacja produkcji);  
• być na potrzeby interesariuszy zewnętrznych (np. klientów, dostawców lub innych partnerów biznesowych); lub  
• mieć na celu włączenie go do produktów Magna.  

Dodatkowo, rozwiązanie AI może być opracowywane:  

• wewnętrznie przez Osoby Magna (np. poprzez wykorzystanie narzędzi innych firm, takich jak NVIDIA Isaac Sim, a 
także poprzez funkcje AI w tradycyjnych systemach, takich jak CATIA);  

• przez partnera zewnętrznego w imieniu lub na rzecz firmy Magna; lub  
• wspólnie przez zespół, w którego skład wchodzą Osoby Magna i pracownicy zewnętrznego twórcy.  
Oprócz „użytkowania” i „opracowywania” w niniejszej Polityce pogrubioną czcionką wyróżniono również inne kluczowe 
terminy. Definicje tych kluczowych terminów można znaleźć w załączniku A do niniejszej Polityki. 

ODPOWIEDZIALNA SZTUCZNA INTELIGENCJA W MAGNA  
Dla firmy Magna ważne jest osiągnięcie korzyści w zakresie produktywności dzięki sztucznej inteligencji przy 
jednoczesnym minimalizowaniu ryzyka i dbaniu o bezpieczeństwo naszych pracowników. Odgrywasz kluczową rolę w 
realizacji tych celów przez firmę Magna poprzez dokładne przestrzeganie następujących zasad i praktyk:  

1. Rozpoznanie ryzyka związanego z korzystaniem z rozwiązań AI i zarządzanie 
nim  

Korzystanie z rozwiązań opartych na sztucznej inteligencji może wiązać się z czynnikami ryzyka, które należy 
zrozumieć i którymi trzeba zarządzać. Należą do nich:  

• Stronniczość: Rozwiązania oparte na sztucznej inteligencji potrafią uczyć się i wzmacniać uprzedzenia obecne 
w danych szkoleniowych, co może prowadzić do wypaczania wyników i niezamierzonych konsekwencji, takich jak 
dyskryminacyjne praktyki rekrutacyjne. Musisz mieć świadomość ryzyka stronniczości i podchodzić krytycznie do 
oceny wyników sztucznej inteligencji pod kątem stronniczości. 

• Zagrożenia w zakresie cyberbezpieczeństwa: Rozwiązania oparte na sztucznej inteligencji (AI) mogą być 
wykorzystywane do przeprowadzania cyberataków, kradzieży tożsamości i naruszania bezpieczeństwa. Nigdy nie 
należy używać rozwiązań AI do tych lub jakichkolwiek innych nielegalnych celów. Ponadto pomagasz chronić firmę 
Magna przed atakami cybernetycznymi i innymi zagrożeniami zewnętrznymi, nie instalując nieautoryzowanych 
wtyczek, łączników, dodatków ani interfejsów API na rozwiązaniach AI. 

• Brak przejrzystości: Algorytmy sztucznej inteligencji (AI) działają w sposób, który nie jest do końca zrozumiały, i 
często generują wadliwe wyniki AI. Jak szczegółowo opisano dalej, wyniki generowane przez AI należy 
nadzorować, aby mieć pewność, że są dokładne, wiarygodne, istotne, wolne od stronniczości i odpowiednie do 
zamierzonego celu. 

• Poufność i prywatność danych: Wiele rozwiązań AI gromadzi dane w trakcie ich użytkowania, co potencjalnie 
zapewnia twórcom dostęp do poufnych i/lub prawnie chronionych danych i danych osobowych. Należy zabronić 
systemom generatywnej AI innych firm korzystania z danych będących własnością firmy Magna lub przez nią 
kontrolowanych (w tym danych osobowych Osób Magna) w celu szkolenia, opracowywania lub rewidowania 
swojego modelu. 

• Prawa własności intelektualnej: Systemy generatywnej AI mogą tworzyć wyniki, które naruszają prawa 
własności intelektualnej osób trzecich. Przykładami takich działań są: wykorzystywanie tekstu pisanego bez 
odpowiedniego wskazania źródła cytatu, nieautoryzowane wykorzystywanie lub kopiowanie obrazów, dzieł sztuki, 
projektów, kodu oprogramowania lub innych materiałów, sugerowanie projektów produktów lub procesów 
naruszających patenty stron trzecich.  
Nie wolno używać rozwiązań AI ani wyników AI w sposób naruszający prawa własności intelektualnej osób trzecich 
(w tym prawa autorskie, patenty, wzory i znaki towarowe). 
Ponadto, jeśli użyjesz rozwiązań AI do stworzenia jakiegokolwiek dzieła, które może wymagać ochrony na mocy 
przepisów dotyczących własności intelektualnej przez firmę Magna, musisz współpracować z zespołem prawnym 
ds. własności intelektualnej firmy Magna, aby mieć pewność, że firma Magna będzie w stanie chronić każde takie 
dzieło, które może opierać się na wynikach AI. 
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2. Nadzór  
Wyniki sztucznej inteligencji wymagają krytycznej oceny przez człowieka przed ich sfinalizowaniem, wykorzystaniem 
i/lub udostępnieniem wewnętrznie bądź zewnętrznie. Ponieważ odpowiadasz za wszystkie wyniki AI, które 
wykorzystujesz w pracy dla firmy Magna, zanim się na nich oprzesz, dokonaj ich wnikliwej oceny, stosuj analityczne 
myślenie i kieruj się racjonalnym osądem. 

Nie należy polegać na wynikach AI, o których wiadomo, że powstały z naruszeniem obowiązującego prawa lub praw 
kogokolwiek innego albo mogą zaszkodzić reputacji firmy Magna. Przykładami mogą być wyniki AI naruszające prawa 
autorskie lub prawa do znaku towarowego innych osób.  

Jeżeli po podjęciu odpowiednich działań nadal nie masz pewności, czy wyniki AI są prawidłowe, nie wykorzystuj ich – 
zwłaszcza w sytuacjach, w których występuje znaczne ryzyko prawne lub ryzyko utraty reputacji.  

3. Korzystaj z zatwierdzonych rozwiązań AI firmy Magna  
Firma Magna zweryfikowała szereg Rozwiązań AI, aby zapewnić ich zgodność ze swoimi standardami 
cyberbezpieczeństwa oraz polityką poufności i ochrony danych. W miarę możliwości należy zawsze używać 
zatwierdzonych rozwiązań AI firmy Magna, w tym:  

• MAVIS;  
• asystenty czatu Microsoft M365 Copilot i Copilot;  
• asystent kodowania i programowania GitHub Copilot;  
• platforma modeli Microsoft Azure AI Foundry; 
• usługa Amazon Bedrock zapewniająca dostęp do modeli bazowych i umożliwiająca zarządzanie nimi; oraz 
• platforma Databricks. 

Jeśli chcesz użyć rozwiązania AI i zamierzasz używać go z danymi będącymi własnością firmy Magna lub przez nią 
kontrolowanymi, musisz najpierw sprawdzić, czy znajduje się ono na liście zatwierdzonych rozwiązań AI na stronie 
AI MagNET – rozwiązania i technologie AI. Jeśli nie zostało ono jeszcze zatwierdzone, Twoim obowiązkiem jest 
zaproponowanie go w MagNet i postępowanie zgodnie z obowiązującym procesem zatwierdzania. 

Zawsze zakładaj, że Dane wprowadzone do niezatwierdzonego rozwiązania AI nie są objęte klauzulą poufności. W 
efekcie wykorzystanie Danych w niezatwierdzonym Rozwiązaniu AI może naruszyć prawa własności intelektualnej firmy 
Magna. 

4. Zabronione zastosowania  
Zabrania się wykorzystywania Rozwiązań AI do wykonywania jakichkolwiek czynności lub osiągania jakichkolwiek 
wyników, które są zabronione przez prawo lub które mogłyby zaszkodzić reputacji firmy Magna, w tym poprzez 
jakiekolwiek formy oszustwa, dyskryminacji, nękania, zastraszania, znęcania się lub inne krzywdzące działania. 
Dodatkowo zabronione jest korzystanie z Rozwiązań AI w następujących celach: 

• manipulowanie zachowaniem lub wykorzystywanie słabych punktów jakiejkolwiek osoby w szkodliwy sposób, w tym 
słabych punktów związanych z wiekiem, niepełnosprawnością lub szczególną sytuacją społeczną bądź 
ekonomiczną; 

• ocenianie lub klasyfikowanie osoby w sposób, który mógłby skutkować dyskryminacją lub szkodą, w tym na 
podstawie zachowań społecznych lub cech osobistych; 

• tworzenia baz danych do rozpoznawania twarzy (emocji) poprzez masowe pobieranie wizerunków twarzy z internetu; 
• rozpoznawanie emocji osoby w miejscu pracy; lub 
• kategoryzowania jakiejkolwiek osoby na podstawie wrażliwych lub prawnie chronionych cech osobistych, w tym 

pochodzenia etnicznego, religii, wieku, orientacji seksualnej i poglądów politycznych, w sposób, który mógłby 
spowodować dyskryminację lub szkodę.  

5. Dodanie wyłączeń odpowiedzialności dotyczących sztucznej inteligencji  
Zastrzeżenie o użyciu AI należy dodać w każdym przypadku użycia Rozwiązań AI, w którym brak takiego 
zastrzeżenia mógłby w uzasadniony sposób zaszkodzić innym lub wprowadzić ich w błąd.  

https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
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• Wymagania prawne: W każdym przypadku, w którym Prawo właściwe wymaga uwzględnienia zastrzeżenia, 
należy je dodać. 

• Dobre praktyki: W przypadku rutynowych treści, takich jak codzienne wiadomości e-mail, zamieszczenie 
zastrzeżenia jest zazwyczaj niepotrzebne. W innych sytuacjach o charakterze publicznym lub o krytycznym 
znaczeniu dla firmy, takich jak prace, które są w dużym stopniu wygenerowane przez AI i/lub mogą znacząco 
wpływać na decyzje, należy rozważyć zamieszczenie zastrzeżenia. 

Inne szczególne okoliczności, w których należy obowiązkowo zastosować zastrzeżenie dotyczące AI obejmują sytuacje, 
gdy: 

• Rozwiązania AI wchodzą w bezpośrednią interakcję z ludźmi (np. chatboty) i dla rozsądnie poinformowanej osoby 
nie jest jasne, że interakcja odbywa się z udziałem rozwiązania AI;  

• Wyniki AI, z których korzystasz lub które wysyłasz, zawierają zmanipulowane obrazy, dźwięk lub wideo, które 
fałszywie sprawiają wrażenie autentycznych lub jest uzasadnione, aby postrzegać je w taki sposób. 

• Wyniki AI mają na celu informowanie wewnętrznych lub zewnętrznych interesariuszy o sprawach interesu 
publicznego (np. komunikacja dotycząca produktów, usług lub bezpieczeństwa, która może mieć wpływ na klientów 
lub innych interesariuszy), gdy są one prezentowane jako faktyczne lub wiarygodne. 

Proponowana forma zastrzeżenia: „Poniższa treść została wygenerowana przy użyciu rozwiązania opartego na sztucznej 
inteligencji”. 

Istnieją pewne wyjątki. Na przykład tekst wygenerowany przez AI nie wymaga oznaczenia, jeśli został sprawdzony i 
zredagowany przez człowieka, który przyjął na siebie odpowiedzialność redakcyjną. Ponadto żadne zastrzeżenie nie jest 
potrzebne, jeśli od razu wiadomo, że interakcja obejmuje AI. 

6. Pozyskanie lub opracowanie rozwiązania AI  
W przypadku zamiaru pozyskania (w tym poprzez zakup, licencjonowanie lub subskrypcję) albo opracowania lub 
współopracowania Rozwiązania AI, masz obowiązek przestrzegać procesu zatwierdzania Rozwiązań AI firmy Magna, 
dostępnego pod linkiem w AI MagNET – Rozwiązania i technologie AI. 

Proces ten składa się z dwóch odrębnych etapów: 

• Etap 1: monitorowanie planowanych inicjatyw, pomysłów i przypadków użycia AI w celu promowania przejrzystości, 
oceny wartości biznesowej i wykonalności finansowej, minimalizowania powielania działań, a także wzmacniania 
ładu organizacyjnego i zarządzania ryzykiem; 

• Etap 2: dokumentacja, kategoryzacja i ocena ryzyka rozwiązań AI z poprzedniego etapu, które zostały zatwierdzone 
i wdrożone.  

W zależności od Twojej roli w odniesieniu do nabywanego lub opracowywanego rozwiązania AI możesz zostać uznany 
za „twórcę” tego rozwiązania, między innymi na potrzeby zgodności z niniejszą Polityką i Zasadami odpowiedzialnej AI 
firmy Magna, a także Procedurami Twórcy AI i EUAIA. 

7. Agenty AI  
Możesz korzystać z Agentów AI, które zostały stworzone na potrzeby Twojej konkretnej pracy w ramach 
Zatwierdzonych Rozwiązań AI. Agenty AI to Rozwiązania AI, które w pełni podlegają niniejszej Polityce.  

Jeśli jesteś właścicielem biznesowym wdrażającym Agenta AI na potrzeby własne lub swojego zespołu, odpowiadasz 
za uzyskanie uprzedniej zgody na Agenta AI w ramach dwuetapowego procesu zatwierdzania opisanego w Sekcji 6 
powyżej. Dodatkowo odpowiadasz za współpracę z zespołem technicznym w zakresie wymaganego monitorowania i 
nadzoru nad Twoimi agentami AI przez cały cykl ich istnienia (tj. od początkowego projektu do wycofania, w tym 
komunikację między agentami), co obejmuje zgodność z wymogami ładu korporacyjnego, organizacyjnymi standardami 
i wytycznymi IT, a także z zasadami RAI. Ponadto musisz spełniać wszelkie inne wymagania określone w Procedurach 
twórców AI w odniesieniu do agentów AI. 

  

https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
https://magna.leanix.net/magna/dashboard/68094db7-62d1-430f-a569-65efdc73afa6
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?viewid=1445fee9%2D1cdd%2D4c1e%2Dbf85%2Dfe8f3b0e8627&as=json
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Policies_and_Goverance.aspx#ai-policies-and-governance-coming-soon
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Policies_and_Goverance.aspx#ai-policies-and-governance-coming-soon
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Policies_and_Goverance.aspx#ai-policies-and-governance-coming-soon


   

MAGNA INTERNATIONAL INC. │ POLITYKA DOTYCZĄCA ODPOWIEDZIALNEGO WYKORZYSTANIA AI Strona 5 z 9 
 

INFORMACJE DODATKOWE 
1. Zgodność z Politykami Magna i obowiązującym prawem 
We wszystkich sytuacjach związanych z wykorzystaniem lub opracowywaniem rozwiązań AI należy przestrzegać 
obowiązujących przepisów prawa, Zasad odpowiedzialnej AI firmy Magna oraz innych stosownych zasad Magna (np. 
Polityki dotyczącej informacji poufnych, Polityki prywatności danych itp.). Zapoznaj się z załącznikiem B niniejszej 
Polityki, w którym znajduje się lista takich przepisów i powiązanych polityk firmy Magna. 

Ponadto zobowiązania firmy Magna i każdej osoby, do której odnosi się niniejsza Polityka, podlegają obowiązującemu 
prawu, a w zakresie, w jakim okażą się z tym prawem niezgodne, należy je interpretować w sposób jak najbliższy 
wymaganiom zapisanym w niniejszej Polityce przy zachowaniu zgodności z obowiązującym prawem. 

2. Zgodność z wymaganiami klientów, dostawców, sprzedawców i innych stron 
trzecich oraz umowami o zachowaniu poufności 

W przypadku przetwarzania danych i informacji stron trzecich w rozwiązaniu AI należy wziąć pod uwagę ograniczenia 
umowne, restrykcje i zakazy. W niektórych przypadkach możesz nie mieć pozwolenia na wykorzystanie i/lub 
wprowadzenie danych stron trzecich do rozwiązania AI, ponieważ może to być naruszeniem umowy o zachowaniu 
poufności lub innych ustaleń dotyczących poufności. Należy omówić zobowiązania dotyczące poufności, ograniczenia, 
zakazy i inne ograniczenia umowne z doradcą prawnym grupy, regionu lub korporacji, aby pomóc firmie Magna uniknąć 
naruszenia jej zobowiązań umownych. Ponadto musisz przestrzegać Polityki poufności firmy Magna. 

3. Szkolenie 
Magna udostępni zasoby i szkolenia, które pomogą Ci lepiej zrozumieć możliwości i ograniczenia Rozwiązań AI. Twoim 
obowiązkiem jest terminowo ukończyć wszystkie wymagane szkolenia. 

4. Raportowanie 
Monitoruj, dokumentuj i zgłaszaj wszelkie nieprawidłowości, jakie napotkasz podczas opracowywania rozwiązania AI, a 
także wszelkie stronnicze, szkodliwe, niedokładne lub nietypowe wyniki AI. W wielu przypadkach takie raportowanie 
może być realizowane bezpośrednio w ramach rozwiązania AI — wówczas należy skorzystać z tej funkcji raportowania. 
W sytuacjach, gdy w samym rozwiązaniu AI nie ma funkcji raportowania lub uważasz, że ryzyko/konsekwencje są 
znaczące, możesz zgłosić to na Magna Hotline przez sekcję „Prywatność danych / Obawy dotyczące sztucznej 
inteligencji (AI)”. 

Jeśli podejrzewasz naruszenie polityki lub praw własności intelektualnej Magna, zgłoś to przez Magna Hotline.  

W zależności od regionu i okoliczności, może być również konieczne zgłaszanie spraw do właściwych organów 
państwowych. Nic w niniejszej Polityce nie zabrania ci kontaktowania się z organami państwowymi we własnym imieniu 
i na własną odpowiedzialność. 

5. Monitorowanie zgodności 
Magna zastrzega sobie prawo do monitorowania przestrzegania niniejszej Polityki przez osoby związane z Magna. 
Magna wdroży środki służące zapobieganiu incydentom związanym z Rozwiązaniami AI, ich monitorowaniu oraz 
reagowaniu na nie, w tym na przypadki szkód i stronniczych wyników, a także naruszenia bezpieczeństwa, poufności i 
prywatności danych. 

6. Odpowiedzialność w przypadku nieprzestrzegania niniejszej Polityki 
Wobec pracowników nieprzestrzegających postanowień tej Polityki mogą zostać zastosowane działania dyscyplinarne, 
w tym rozwiązanie zatrudnienia.  

  

https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?viewid=1445fee9%2D1cdd%2D4c1e%2Dbf85%2Dfe8f3b0e8627&as=json
https://magna.sharepoint.com/sites/Magna-HR/SitePages/Magna-Hotline.aspx
https://secure.ethicspoint.com/domain/media/en/gui/38845/report.html
https://secure.ethicspoint.com/domain/media/en/gui/38845/report.html
https://magna.sharepoint.com/sites/Magna-HR/SitePages/Magna-Hotline.aspx
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7. Źródła dodatkowych informacji: 
Aby uzyskać dalsze informacje lub wskazówki, skontaktuj się wyznaczonymi Globalnymi liderami AI lub napisz 
wiadomość e-mail na adres ai.governance@magna.com.  

 
Wersja:    21 Stycznia 2026 r. 
Data aktualizacji:  n.d. 
Kolejna aktualizacja:  I kw. 2027 r. 
Wydane przez:  Zasoby ludzkie i technologia informacyjna 
Zatwierdzone przez: Zasoby ludzkie i technologia informacyjna 

 

https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Contacts.aspx
mailto:ai.governance@magna.com
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DODATEK A – DEFINICJE 
„Agentowa AI” odnosi się do Rozwiązań AI, które mogą planować, podejmować działania lub wykonywać zadania z 
pewną autonomią, jednocześnie działając pod nadzorem człowieka (tj. Agentowa AI to zdolność (AI, która może działać, 
planować lub dążyć do celów)). 

„AI” oznacza sztuczną inteligencję. 

Termin „Agenty AI” odnosi się do konkretnych narzędzi lub systemów, które wykorzystują możliwości agentów do 
wykonywania zadań lub procesów pracy w imieniu użytkownika w ramach kontrolowanych parametrów (tj. agenty AI to 
narzędzia lub systemy, które wykorzystują te możliwości do wykonywania zadań w praktyce). Należą do nich: Agenty AI 
w Microsoft Teams pomagające w planowaniu spotkań lub odpowiadające na pytania pracowników; wyspecjalizowani 
asystenci AI itp. 

„Procedury twórców AI” odnoszą się do Procedur twórców AI. 

„Wyniki AI” oznaczają wszelkie treści (w tym tekst, obrazy, dźwięk, wideo i kod oprogramowania), wyniki, zalecenia, 
decyzje i/lub inne wyniki wygenerowane przez Rozwiązanie AI.  

„Rozwiązanie AI” oznacza wszystkie systemy, funkcje, przypadki użycia, produkty, platformy i narzędzia AI, w tym 
tradycyjne systemy AI, systemy generatywnej AI, agentów AI, i agentowej sztucznej inteligencji. 

„Obowiązujące prawo” jest zdefiniowane w załączniku B. 

„Zatwierdzone rozwiązania AI” oznaczają Rozwiązania AI, które spełniają protokoły bezpieczeństwa IT firmy Magna i 
wymagania dotyczące poufności oraz zostały zatwierdzone i wdrożone do użytku w działalności firmy Magna. Listę 
Zatwierdzonych rozwiązań AI firmy Magna można znaleźć tutaj. 

„Rozwój” rozwiązania AI oznacza wyższy poziom interakcji z rozwiązaniem i obejmuje następujące elementy:  

• opracowywanie specyfikacji dla Rozwiązania AI;  
• budowanie, projektowanie, udoskonalanie lub trenowanie modelu i algorytmu Rozwiązania AI;  
• zbieranie, przetwarzanie lub szkolenie zestawów danych stanowiących podstawę Rozwiązania AI;  
• testowanie lub walidacja Rozwiązania AI; lub  
• używanie narzędzi innej firmy do Opracowywania. 
 
Opracowanie Rozwiązania AI może być:  

• służyć wyłącznie do celów wewnętrznych (np. automatyzacja produkcji);  
• być na potrzeby interesariuszy zewnętrznych (np. klientów, dostawców lub innych partnerów biznesowych); lub  
• mieć na celu włączenie go do produktów Magna.  
 
Dodatkowo, rozwiązanie AI może być opracowywane:  

• wewnętrznie przez Osoby Magna (np. poprzez wykorzystanie narzędzi stron trzecich, takich jak NVIDIA Isaac Sim, 
a także poprzez funkcje AI w tradycyjnych systemach, takich jak CATIA);  

• przez partnera zewnętrznego w imieniu lub na rzecz firmy Magna; lub  
• wspólnie przez zespół, w którego skład wchodzą Osoby Magna i pracownicy zewnętrznego twórcy.  

„EUAIA” oznacza ustawę UE o sztucznej inteligencji. 

Termin „Systemy generatywnej AI” odnosi się do Rozwiązań AI, których głównym zadaniem jest generowanie nowej 
treści (np. tekstu, obrazów, dźwięku, wideo lub kodu itp.) lub autonomiczne planowanie i wykonywanie wieloetapowych 
działań w kierunku realizacji celów na podstawie wzorców poznanych z danych, a nie tylko analizowanie lub 
klasyfikowanie istniejących danych. 

https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Policies_and_Goverance.aspx#ai-policies-and-governance-coming-soon
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
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„Dane wejściowe” oznaczają wszelkie dane, zapytania, polecenia, informacje lub dokumenty wprowadzane do 
Rozwiązania AI. 

„Magna” odnosi się do Magna International Inc. oraz wszystkich grup, oddziałów (w tym kontrolowanych spółek joint 
venture), spółek zależnych oraz innych jednostek organizacyjnych firmy na całym świecie. 

„Materiały będące własnością firmy Magna lub przez nią kontrolowane” oznaczają dane, informacje lub dokumenty 
znajdujące się pod opieką, w posiadaniu lub pod kontrolą firmy Magna i należące do firmy Magna, Osób Magna lub 
klientów, dostawców bądź innych partnerów biznesowych firmy Magna. 

„Osoby Magna” lub „Ty” oznaczają wszystkie osoby działające w imieniu firmy Magna, w tym: pracowników firmy Magna 
zatrudnionych na pełny lub niepełny etat; niezależnych wykonawców, członków zarządu, dyrektorów, konsultantów i 
agentów. 

„MAVIS” odnosi się do asystenta wirtualnego systemu informacyjnego Magna AI. 

„Zasady RAI” odnoszą się do Zasad odpowiedzialnej AI. 

„Tradycyjne systemy AI” odnoszą się do Rozwiązań AI, które wykorzystują modele statystyczne/uczenia maszynowego 
i/lub logikę opartą na regułach do analizowania lub klasyfikowania istniejących danych i generowania wyników w postaci 
przewidywań, zaleceń lub decyzji, i które nie są zaprojektowane przede wszystkim w celu generowania nowej treści lub 
autonomicznego planowania i wykonywania wieloetapowych działań w kierunku osiągnięcia celów. 

„Korzystanie” z rozwiązania AI oznacza, że korzystasz z istniejącego rozwiązania AI opracowanego przez firmę Magna 
lub osobę trzecią w celu wykonania: 

• prostych zadań, takich jak generowanie wiadomości e-mail lub obrazów, streszczanie tekstu lub odpowiadanie na 
pytania; lub   

• bardziej złożone zadania, takie jak wspieranie inicjatyw w zakresie rozwoju produktów Magna oraz automatyzacji 
produkcji. 

https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?viewid=1445fee9%2D1cdd%2D4c1e%2Dbf85%2Dfe8f3b0e8627&as=json
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ZAŁĄCZNIK B – OBOWIĄZUJĄCE PRAWO I ZASADY MAGNA 

Obowiązujące prawo 
„Obowiązujące prawo” oznacza wszystkie przepisy 
prawa, ustawy, rozporządzenia, zasady, 
zarządzenia, kodeksy, dyrektywy, orzeczenia, 
wytyczne i wymogi państwowe, które mogą wchodzić 
w życie od czasu do czasu i które są istotne dla 
sposobu wyboru, użytkowania, opracowywania lub 
wdrażania Rozwiązań AI, w tym 

• Rozporządzenie Parlamentu Europejskiego i 
Rady (UE) 2024/1689 z dnia 13 czerwca 2024 r. 
ustanawiające zharmonizowane przepisy 
dotyczące sztucznej inteligencji („EUAIA”) 

Powiązane/istotne polityki Magna 
• Polityka dotycząca informacji poufnych firmy 

Magna 
• Korporacyjna polityka dotycząca ujawniania 

informacji Magna International Inc. 
• Procedury i wytyczne dotyczące prywatności 

i ochrony danych Magna International Inc. 
• Polityka klasyfikacji informacji Magna  
• Polityka bezpieczeństwa korporacyjnego 

firmy Magna 
• Globalna polityka dotycząca poczty 

elektronicznej, internetu/intranetu i mediów 
społecznościowych firmy Magna 

• Polityka dotycząca bezpieczeństwa systemów 
informatycznych firmy Magna 

• Procedury i wytyczne dotyczące prywatności 
i ochrony danych Magna International Inc. 

• Polityka Magna dotycząca bezpieczeństwa, 
higieny pracy i ochrony środowiska 

 
 

https://magna.sharepoint.com/sites/MagnaPolicies/SitePages/Confidentiality-Policy.aspx
https://magna.sharepoint.com/sites/MagnaPolicies/SitePages/Confidentiality-Policy.aspx
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FLEG%5FCorporate%5FDisclosure%5FPolicy%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FLEG%5FCorporate%5FDisclosure%5FPolicy%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/:u:/r/sites/Magna-Dataprivacy/SitePages/DataPrivacyPoliciesandProcedures.aspx?csf=1&web=1&e=LTGVud
https://magna.sharepoint.com/:u:/r/sites/Magna-Dataprivacy/SitePages/DataPrivacyPoliciesandProcedures.aspx?csf=1&web=1&e=LTGVud
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?FilterField1=Category&FilterValue1=Information%20Classification&FilterType1=Choice&FilterDisplay1=Information%20Classification&viewid=de4ba12f%2Dfedd%2D4146%2Db445%2De9191c403d45&CT=1767881238592&OR=OWA%2DNT%2DMail&CID=310859b7%2D591e%2Dc8f0%2D1948%2D1d6afb7dad3d
https://magna.sharepoint.com/sites/MagnaPolicies/SitePages/Information-Security-Policies.aspx
https://magna.sharepoint.com/sites/MagnaPolicies/SitePages/Information-Security-Policies.aspx
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FCC%5Femail%5Finternet%5Fintranet%5Fsocial%5Fmedia%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FCC%5Femail%5Finternet%5Fintranet%5Fsocial%5Fmedia%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FCC%5Femail%5Finternet%5Fintranet%5Fsocial%5Fmedia%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FIS%5FInformationSecurity%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FIS%5FInformationSecurity%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FIS%5FCyber%5FSecurity%5FIncident%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FIS%5FCyber%5FSecurity%5FIncident%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FHSE%5FPolicy%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FHSE%5FPolicy%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FHSE%5FPolicy%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FHSE%5FPolicy%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
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