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Politica responsabilă privind inteligența 
artificială 
TEHNOLOGIA INFORMAȚIEI │ EMIS: 21 ianuarie, 2026 │Revizuit: N/A

Această Politică stabilește angajamentul Magna față de utilizarea și dezvoltarea 
responsabilă a soluțiilor de inteligență artificială în toate operațiunile, produsele și 
procesele de afaceri. Aceste soluții prezintă oportunități de a genera valoare, dar pot crea 
și riscuri legale, reputaționale și de altă natură pentru Magna, angajații săi și alte părți 
interesate. Respectarea cu strictețe a acestei Politici este esențială pentru promovarea 
utilizării sigure și responsabile a inteligenței artificiale, pentru a maximiza oportunitățile și 
a minimiza riscurile acesteia. 

APLICAREA POLITICII 
Această Politică se aplică Magna International Inc. și tuturor grupurilor operaționale, diviziilor (inclusiv asocierilor în 
participațiune controlate), filialelor și altor operațiuni la nivel global. Această Politică se aplică și tuturor persoanelor care 
acționează în numele Magna, inclusiv angajaților cu normă întreagă sau parțială ai Magna, contractorilor independenți, 
funcționarilor, directorilor, consultanților și agenților - în prezenta Politică, ne referim la toate aceste persoane ca 
„dumneavoastră” sau „persoane Magna”. 

Această Politică prezintă cerințele pentru utilizarea și dezvoltarea responsabilă, etică și sigură de către 
dumneavoastră a:  

• tuturor soluțiilor de inteligență artificială, inclusiv sisteme AI tradiționale, sisteme AI generative, agenți AI și
AI agentică și

• oricăror Rezultate AI generate de o Soluție AI.

„Utilizarea” unei soluții de AI înseamnă că utilizați o Soluție AI existentă, dezvoltată de Magna sau de o terță parte, 
pentru a efectua: 

• sarcini simple, cum ar fi generarea unui e-mail sau a unei imagini, rezumarea unui text sau răspunsul la o întrebare;
sau

• mai multe sarcini complexe, cum ar fi sprijinirea dezvoltării produselor Magna, a proceselor de afaceri și a inițiativelor
de automatizare a producției.

„Dezvoltarea” unei soluții AI înseamnă că aveți un nivel mai ridicat de interacțiune cu soluția, care se extinde la oricare 
dintre următoarele:  

• dezvoltarea specificațiilor pentru soluția AI;
• construirea, proiectarea, rafinarea sau instruirea modelului și algoritmului de soluție AI;
• colectarea, procesarea sau instruirea seturilor de date care stau la baza soluției AI;
• testarea sau validarea soluției AI; sau
• folosirea unui instrument terț pentru dezvoltare.

Dezvoltarea unei soluții AI poate fi utilizată: 

• exclusiv în scopuri interne (de exemplu, automatizarea producției);
• de către părți interesate externe (de exemplu, clienți, furnizori sau alți parteneri de afaceri); sau
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• pentru încorporarea în produsele Magna.  

În plus, dezvoltarea unei soluții AI se poate realiza:  

• intern de către persoane Magna (de exemplu, prin utilizarea de instrumente terțe, cum ar fi NVIDIA Isaac Sim, precum 
și prin funcții AI ale sistemelor tradiționale precum CATIA);  

• de către un partener terț pentru sau în numele Magna; sau  
• în comun de către o echipă care include persoane Magna și personalul unui dezvoltator terț.  
Pe lângă „utilizare” și „dezvoltare”, alți termeni cheie apar cu caractere aldine în cadrul acestei Politici. Definițiile acestor 
termeni cheie se găsesc în Anexa A ale acestei Politici. 

AI RESPONSABILĂ LA MAGNA  
Obținerea beneficiilor de productivitate ale inteligenței artificiale, reducând în același timp riscurile și asigurând 
siguranța angajaților noștri, este importantă pentru Magna. Jucați un rol esențial în a ajuta Magna să își atingă aceste 
obiective, urmând cu atenție principiile și practicile de mai jos:  

1. Înțelegerea și gestionarea riscurilor asociate cu utilizarea soluțiilor de inteligență 
artificială  

Utilizarea soluțiilor de inteligență artificială poate crea riscuri pe care trebuie să le înțelegeți și să le gestionați, 
inclusiv:  

• Părtinire: Soluțiile de inteligență artificială pot învăța și consolida prejudecățile prezente în datele lor de instruire, 
ceea ce poate duce la rezultate distorsionate și consecințe neintenționate, cum ar fi practici discriminatorii de 
angajare. Trebuie să fiți atent la riscul de părtinire și să aveți o perspectivă critică asupra rezultatelor AI. 

• Amenințări la adresa securității cibernetice: Soluțiile AI pot fi utilizate sau exploatate pentru a lansa atacuri 
cibernetice, a fura identități și a compromite securitatea. Nu ar trebui să utilizați niciodată o soluție AI în aceste 
scopuri sau în orice alte scopuri ilegale. În plus, contribuiți la protejarea Magna împotriva atacurilor cibernetice și a 
altor amenințări externe prin faptul că nu instalați plugin-uri, conectori, extensii sau API-uri neautorizate pe soluții 
AI. 

• Lipsa de transparență: Algoritmii AI funcționează în moduri care nu sunt bine înțelese și adesea produc rezultate 
AI eronate. Așa cum este detaliat mai jos, trebuie să supravegheați rezultatele AI pentru a vă asigura că acestea 
sunt exacte, fiabile, relevante, lipsite de părtinire și adecvate pentru utilizarea preconizată. 

• Confidențialitate și protecția datelor: Multe soluții AI colectează date pe măsură ce sunt utilizate, oferind potențial 
dezvoltatorilor acces la date și informații personale confidențiale și/sau protejate legal. Trebuie să renunțați la 
permiterea unui Sistem AI Generat de o terță parte să utilizeze date de intrare deținute sau controlate de Magna 
(inclusiv informații personale ale Persoanelor Magna) pentru a antrena, dezvolta sau revizui modelul său. 

• Drepturi de proprietate intelectuală: Sistemele AI generative pot crea rezultate AI care încalcă drepturile de 
proprietate intelectuală ale terților. Exemplele includ utilizarea de text scris fără a fi menționate și citate 
corespunzător, utilizarea sau copierea neautorizată a imaginilor, lucrărilor de artă, desenelor, codului software sau 
a altor materiale, sugerarea de designuri de produse sau procese care încalcă brevetele unor terțe părți.  
Nu trebuie să utilizați soluțiile AI și rezultatele AI într-un mod care încalcă drepturile de proprietate intelectuală ale 
terților (inclusiv drepturile de autor, brevetele, desenele și mărcile comerciale). 
În plus, dacă utilizați soluții AI pentru a crea orice produs al lucrării pe care Magna ar putea avea nevoie să îl 
protejeze în conformitate cu legile privind proprietatea intelectuală, trebuie să colaborați cu echipa juridică Magna 
pentru Proprietatea Intelectuală Corporativă pentru a vă asigura că Magna este capabilă să protejeze orice produs 
al lucrării care se poate baza pe rezultate AI. 

2. Supravegherea exercițiilor  
Rezultatele AI necesită o evaluare umană critică înainte de a fi finalizate, utilizate în mod eficient și/sau partajate intern 
sau extern. Întrucât sunteți responsabil pentru orice rezultate AI utilizate de dvs. în munca pentru Magna, trebuie să 
aplicați o evaluare atentă, o gândire analitică și o judecată rațională înainte de a te baza pe rezultatele AI. 

Nu vă bazați pe rezultatele AI despre care știți că au fost generate prin încălcarea legislației în vigoare sau a drepturilor 
oricărei alte persoane sau care ar putea dăuna reputației Magna. Exemplele pot include rezultate AI care încalcă 
drepturile de autor sau drepturile de marcă comercială ale altora.  
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Dacă, după depunerea unor eforturi rezonabile, rămâneți nesiguri cu privire la validitatea unui rezultat AI, nu vă bazați 
pe acesta - în special în situațiile care implică un risc juridic sau de reputație semnificativ.  

3. Folosiți soluțiile AI aprobate de Magna  
Magna a verificat o serie de soluții AI pentru a asigura conformitatea cu standardele noastre de securitate cibernetică și 
cu politicile noastre de confidențialitate și protecție a datelor. Ori de câte ori este posibil, ar trebui să utilizați Soluții AI 
aprobate de Magna, care includ:  

• MAVIS  
• Asistenți Microsoft M365 Copilot și Copilot Chat;  
• Asistent de codare și programare GitHub Copilot;  
• Platforma Microsoft Azure AI Foundry Models; 
• Serviciul Amazon Bedrock pentru accesarea și gestionarea modelelor de fundație; și 
• Platforma Databricks. 

Dacă doriți să utilizați o soluție AI și intenționați să o utilizați cu intrări deținute sau controlate de Magna, trebuie mai 
întâi să confirmați că este listată ca soluție AI aprobată pe AI MagNET – Soluții și tehnologii AI. Dacă nu este deja 
aprobat, sunteți responsabil pentru propunerea instrumentului în MagNet și urmând procesul de aprobare aplicabil. 

Presupuneți întotdeauna că nu există confidențialitate pentru nicio informație introdusă într-o soluție AI neaprobată. 
Prin urmare, orice intrări utilizate într-o soluție AI neaprobată ar putea compromite drepturile de protecție a proprietății 
intelectuale ale Magna. 

4. Utilizări interzise  
Nu aveți voie să utilizați soluții AI pentru a efectua orice act sau a obține orice rezultat interzis de lege sau care ar putea 
dăuna reputației Magna, inclusiv prin orice formă de fraudă, discriminare, hărțuire, intimidare, hărțuire sau alte daune. În 
plus, nu aveți permisiunea de a utiliza soluții AI pentru: 

• a manipula comportamentul sau a exploata vulnerabilitățile oricărei persoane într-un mod dăunător, inclusiv 
vulnerabilitățile legate de vârstă, dizabilitate sau o situație socială sau economică specifică; 

• a evalua sau clasifica o persoană în moduri care ar putea duce la discriminare sau vătămare, inclusiv pe baza 
comportamentului social sau a caracteristicilor personale; 

• crearea de baze de date de recunoaștere facială (a emoțiilor) prin extragerea nețintită a imaginilor faciale; 
• a recunoaște emoțiile unei persoane la locul de muncă; sau 
• a clasifica orice persoană pe baza unor caracteristici personale sensibile sau protejate legal, inclusiv etnia, religia, 

vârsta, orientarea sexuală și opiniile politice, într-un mod care ar putea cauza discriminare sau prejudicii.  

5. Includerea declinărilor de responsabilitate AI  
Ar trebui să adăugați o declinare a responsabilității AI în orice situație care implică soluții AI în care nerespectarea 
acestei cerințe ar putea dăuna în mod rezonabil sau induce în eroare pe alții.  

• Cerință legală: În orice situație în care Legislația în vigoare necesită includerea unei clauze de declinare a 
responsabilității, dvs. trebuie să utilizați una. 

• Cele mai bune practici: Pentru elementele obișnuite, cum ar fi e-mailurile zilnice, o declinare a responsabilității este 
în general inutilă. În alte situații cu impact asupra publicului sau critice pentru afaceri, cum ar fi munca intens solicitată 
generată în mare parte de AI și/sau ar putea influența semnificativ deciziile, ar trebui să fie luată în considerare o 
declinare a responsabilității. 

Alte circumstanțe specifice în care trebuie să fie utilizată o declinare a responsabilității privind AI includ: 

• Soluțiile AI interacționează direct cu oamenii (de exemplu, chatbots) iar unei persoane rezonabil informate nu îi este 
clar că interacțiunea implică o soluție AI;  

• Rezultatele AI pe care le utilizați sau le trimiteți includ imagini, fișiere audio sau video manipulate care par autentice 
în mod fals sau ar putea să fie percepute în mod rezonabil ca fiind autentice; și 

https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
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• Rezultatele AI sunt destinate să informeze părțile interesate interne sau externe cu privire la aspecte de interes 
public (de exemplu, comunicări despre produse, servicii sau siguranță care pot afecta clienții sau alte părți interesate) 
atunci când sunt prezentate ca faptice sau autorizate. 

O formă sugerată de declinare a responsabilității este: „Următorul conținut a fost generat prin utilizarea unei soluții AI.” 

Se aplică anumite excepții. De exemplu, textul generat de AI nu necesită etichetare dacă a fost revizuit și editat de o 
persoană care își asumă responsabilitatea editorială. În plus, nu este necesară nicio declinare a responsabilității atunci 
când este deja clar că interacțiunea implică AI. 

6. Dobândirea sau dezvoltare o soluție AI  
Dacă propuneți să achiziționați (inclusiv prin achiziționare, licențiere sau abonare) sau să dezvoltați/codezvoltați o soluție 
AI, sunteți responsabil pentru urmarea procesului de aprobare al Magna pentru soluțiile AI prin intermediul linkului de 
pe AI MagNET – Soluții și tehnologii AI. 

Acest proces implică două etape distincte: 

• Pasul 1: urmărirea inițiativelor, ideilor și cazurilor de utilizare planificate în domeniul AI pentru a promova 
transparența, a evalua valoarea comercială și fezabilitatea financiară, a minimiza duplicarea eforturilor, precum și a 
consolida guvernanța și gestionarea riscurilor; și 

• Pasul 2: documentația, clasificarea și evaluarea riscurilor soluțiilor AI de la pasul anterior care sunt aprobate și 
implementate.  

În funcție de rolul dumneavoastră în ceea ce privește soluția AI achiziționată sau dezvoltată, puteți fi considerat 
„dezvoltator” al soluției, inclusiv în scopul conformității cu această Politică și cu Principiile AI responsabile ale Magna 
precum și Procedurile dezvoltatorilor de AI și EUAIA. 

7. Agenți AI  
Puteți utiliza agenți AI creați pentru nevoile dvs. specifice de lucru prin intermediul soluțiilor AI aprobate. Agenții AI 
sunt soluții AI care sunt supuse integral acestei Politici.  

Dacă sunteți proprietarul afacerii care implementează un agent AI pentru uz propriu sau al echipei dvs., sunteți 
responsabil pentru obținerea aprobării prealabile a agentului AI prin procesul de aprobare în doi pași din Secțiunea 6 de 
mai sus. În plus, sunteți responsabil pentru legătura cu echipa tehnică pentru monitorizarea și supravegherea necesare 
a agenților dvs. AI pe tot parcursul ciclului lor de viață (de la proiectarea inițială până la retragere, inclusiv comunicarea 
între agenți), ceea ce include respectarea cerințelor de guvernanță, a standardelor și liniilor directoare IT ale organizației, 
precum și a Principiilor RAI. În cele din urmă, va trebui să respectați și orice alte cerințe menționate în Proceduri 
dezvoltatorilor de AI în ceea ce privește agenții AI. 

INFORMAȚII SUPLIMENTARE 
1. Respectarea Politicilor Magna și a Legislației în vigoare 
În toate situațiile care implică utilizarea sau dezvoltarea de soluții AI, trebuie să respectați legislația în vigoare, 
Principiile AI responsabile ale Magna și alte politici Magna relevante (de exemplu, Politica privind informațiile 
confidențiale, Politica privind confidențialitatea datelor etc.). Vă rugăm să consultați Anexa B din prezenta Politică pentru 
o listă a acestor legi și a politicilor Magna aferente. 

În plus, obligațiile Magna și ale fiecărei persoane căreia i se aplică această Politică vor fi supuse Legislației în vigoare 
și, în măsura în care există neconcordanțe, acestea vor fi interpretate cât mai aproape posibil de cerințele prezentei 
Politici, rămânând în același timp în conformitate cu Legislația în vigoare. 

2. Respectarea cerințelor și acordurilor de confidențialitate ale clienților, furnizorilor, 
vânzătorilor și a altor terți 

Trebuie să luați în considerare limitările, restricțiile și interdicțiile contractuale atunci când gestionați date și informații de 
la terți într-o soluție AI. În unele cazuri, este posibil să nu vi se permită să utilizați și/sau să introduceți astfel de date de 

https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
https://magna.leanix.net/magna/dashboard/68094db7-62d1-430f-a569-65efdc73afa6
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?viewid=1445fee9%2D1cdd%2D4c1e%2Dbf85%2Dfe8f3b0e8627&as=json
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Policies_and_Goverance.aspx#ai-policies-and-governance-coming-soon
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Policies_and_Goverance.aspx#ai-policies-and-governance-coming-soon
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Policies_and_Goverance.aspx#ai-policies-and-governance-coming-soon
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?viewid=1445fee9%2D1cdd%2D4c1e%2Dbf85%2Dfe8f3b0e8627&as=json
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la terți în soluția AI, deoarece acest lucru ar putea încălca un acord de confidențialitate sau alte acorduri de 
confidențialitate. Ar trebui să discutați obligațiile de confidențialitate, restricțiile, interdicțiile și alte limitări contractuale 
aplicabile cu consilierul juridic al grupului, Regional sau Corporativ pentru a ajuta Magna să evite orice încălcare a 
angajamentelor sale contractuale. În plus, trebuie să respectați și Politica de confidențialitate a Magna. 

3. Instruire 
Magna va oferi resurse și instruire pentru a vă ajuta să înțelegeți mai bine capacitățile și limitele soluțiilor AI. Ești 
responsabil pentru finalizarea tuturor cursurilor de instruire necesare în timp util. 

4. Raportare 
Monitorizați, documentați și raportați orice defecțiuni pe care le întâmpinați în timpul dezvoltării unei soluții AI, precum și 
orice rezultate AI părtinitoare, dăunătoare, inexacte sau anomale. În multe cazuri, o astfel de raportare poate avea loc 
direct în cadrul unei soluții AI - dacă da, ar trebui să utilizați funcția de raportare respectivă. În situațiile în care nu există 
o funcție de raportare în cadrul soluției AI în sine sau considerați că riscurile/consecințele sunt semnificative, puteți 
raporta către Magna Hotline prin intermediul secțiunii Preocuparea privind confidențialitatea datelor/inteligența 
artificială (AI). 

Dacă luați cunoștință de orice suspiciune de încălcare a acestei Politici sau de încălcarea drepturilor de proprietate 
intelectuală ale Magna, trebuie să raportați acest lucru prin intermediul Magna Hotline.  

În funcție de regiune și circumstanțe, pot fi necesare și rapoarte către agențiile guvernamentale competente; nimic din 
prezenta Politică nu vă împiedică să discutați cu agențiile guvernamentale în nume propriu, individual. 

5. Monitorizarea conformității 
Magna își rezervă dreptul de a monitoriza respectarea acestei Politici de către persoanele Magna. Magna va implementa 
măsuri pentru a preveni, monitoriza și răspunde la incidentele care implică soluții AI, inclusiv cazurile de vătămare 
corporală și rezultatele părtinitoare, precum și încălcările securității, confidențialității și protecției datelor. 

6. Răspunderea pentru încălcarea acestei politici 
Dacă încălcați clauzele acestei Politici, puteți fi supuși măsurilor disciplinare, până la, și incluzând, rezilierea contractului 
de muncă.  

7. Pentru informații suplimentare: 
Pentru informații suplimentare sau îndrumări, vă rugăm să contactați persoana desemnată în Global AI Leads sau prin 
e-mail la ai.governance@magna.com.  

 
Emis:    21 ianuarie 2026 
Revizuit:    n/a 
Următoarea revizuire: T1 2027 
Emis de către:  Departamentul Resurse Umane și Tehnologia Informației 
Aprobat de:  Departamentul Resurse Umane și Tehnologia Informației 

 

https://magna.sharepoint.com/sites/Magna-HR/SitePages/Magna-Hotline.aspx
https://secure.ethicspoint.com/domain/media/en/gui/38845/report.html
https://secure.ethicspoint.com/domain/media/en/gui/38845/report.html
https://magna.sharepoint.com/sites/Magna-HR/SitePages/Magna-Hotline.aspx
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Contacts.aspx
mailto:ai.governance@magna.com
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ANEXA A – DEFINIȚII 
„AI agentică” se referă la soluții AI care pot planifica, întreprinde acțiuni sau finaliza sarcini cu o oarecare autonomie, 
funcționând în același timp sub supraveghere umană (adică, AI agentică este aptă (AI care poate acționa, planifica sau 
urmări obiective)). 

„AI” înseamnă inteligență artificială. 

„Agenții AI” se referă la instrumente sau sisteme specifice care utilizează capacități de agent pentru a efectua sarcini sau 
fluxuri de lucru în numele unui utilizator în cadrul unor parametri controlați (adică, agenții AI sunt instrumentele sau 
sistemele care utilizează această capacitate pentru a efectua sarcini în practică). Printre exemple se numără: Agenți AI 
în Microsoft Teams pentru a ajuta la programarea întâlnirilor sau la răspunsul la întrebările angajaților; asistenți specializați 
în AI etc. 

„Procedurile dezvoltatorilor de AI” se referă la Proceduri dezvoltatorilor de AI. 

„Rezultatele AI” înseamnă orice conținut (inclusiv text, imagini, audio, video și cod software), urmări, recomandări, decizii 
și/sau alte rezultate generate de o soluție AI.  

„Soluție AI” se referă la toate sistemele, caracteristicile, cazurile de utilizare, produsele, platformele și instrumentele AI, 
inclusiv sistemele AI tradiționale, sistemele AI generative, agenții AI și AI agentică. 

„Legislația în vigoare” așa cum este definită în Anexa B. 

„Soluții AI aprobate” înseamnă soluții AI care îndeplinesc protocoalele de securitate IT și cerințele de confidențialitate 
ale Magna și care au fost aprobate și implementate pentru a fi utilizate în cadrul activității Magna. Găsiți lista soluțiilor AI 
aprobate de Magna aici. 

„Dezvoltarea” unei soluții AI înseamnă că aveți un nivel mai ridicat de interacțiune cu soluția, care se extinde la oricare 
dintre următoarele:  

• dezvoltarea specificațiilor pentru soluția AI;  
• construirea, proiectarea, rafinarea sau instruirea modelului și algoritmului de soluție AI;  
• colectarea, procesarea sau instruirea seturilor de date care stau la baza soluției AI;  
• testarea sau validarea soluției AI; sau  
• folosirea unui instrument terț pentru dezvoltare. 
 
Dezvoltarea unei soluții AI poate fi utilizată:  

• exclusiv în scopuri interne (de exemplu, automatizarea producției);  
• de către părți interesate externe (de exemplu, clienți, furnizori sau alți parteneri de afaceri); sau  
• pentru încorporarea în produsele Magna.  
 
În plus, dezvoltarea unei soluții AI se poate realiza:  

• intern de către persoane Magna (de exemplu, prin utilizarea de instrumente terțe, cum ar fi NVIDIA Isaac Sim, precum 
și prin funcții AI ale sistemelor tradiționale precum CATIA);  

• de către un partener terț pentru sau în numele Magna; sau  
• în comun de către o echipă care include persoane Magna și personalul unui dezvoltator terț.  

„EUAIA” înseamnă Legea UE privind inteligența artificială. 

„Sistemele AI generative” se referă la soluții de inteligență artificială concepute în principal pentru a genera conținut 
nou (de exemplu, text, imagini, audio, video sau cod etc.) sau pentru a planifica și executa autonom acțiuni în mai mulți 
pași către obiective, bazate pe modele învățate din date, mai degrabă decât să analizeze sau să clasifice doar datele 
existente. 

https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI_Policies_and_Goverance.aspx#ai-policies-and-governance-coming-soon
https://magna.sharepoint.com/sites/Magna-AI/SitePages/AI-Tools-and-Technologies.aspx
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„Intrări” înseamnă orice intrare, dată, interogare, comandă, informație sau document introdus într-o soluție AI. 

„Magna” se referă la Magna International Inc. și toate grupurile sale operaționale, diviziile (inclusiv asocierile în 
participațiune controlate), filialele și alte operațiuni la nivel global. 

„Intrări deținute sau controlate de Magna” înseamnă date, informații sau documente aflate în grija, posesia sau controlul 
Magna și aparținând Magna, persoanelor Magna sau clienților, furnizorilor sau altor parteneri de afaceri ai Magna. 

„Persoane Magna” sau „dumneavoastră” se referă la toate persoanele care acționează în numele Magna, inclusiv: un 
angajat cu normă întreagă sau parțială al Magna, contractori independenți, funcționari, directori, consultanți și agenți. 

„MAVIS” se referă la asistentul Sistemului Informatic Virtual AI al Magna. 

„Principiile RAI” se referă la Principii AI responsabile. 

„Sistemele AI tradiționale” se referă la soluții AI care utilizează modele statistice/de învățare automată și/sau logică 
bazată pe reguli pentru a analiza sau clasifica datele existente și a produce rezultate precum predicții, recomandări sau 
decizii și nu sunt concepute în principal pentru a genera conținut nou sau pentru a planifica și executa autonom acțiuni în 
mai mulți pași către atingerea obiectivelor. 

„Utilizarea” unei soluții de AI înseamnă că utilizați o Soluție AI existentă, dezvoltată de Magna sau de o terță parte, 
pentru a efectua: 

• sarcini simple, cum ar fi generarea unui e-mail sau a unei imagini, rezumarea unui text sau răspunsul la o întrebare; 
sau   

• mai multe sarcini complexe, cum ar fi sprijinirea dezvoltării produselor Magna și a inițiativelor de automatizare a 
producției. 

https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?viewid=1445fee9%2D1cdd%2D4c1e%2Dbf85%2Dfe8f3b0e8627&as=json
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ANEXA B – LEGISLAȚIA ÎN VIGOARE ȘI POLITICILE MAGNA 

Legislația în vigoare 
„Legislația în vigoare” înseamnă toate legile, 
statutele, reglementările, regulile, ordonanțele, 
codurile, directivele, ordinele, hotărârile 
judecătorești, ghidurile și cerințele guvernamentale 
care pot intra în vigoare periodic și care sunt 
relevante pentru modul în care soluțiile AI sunt 
selectate, utilizate, dezvoltate sau implementate, 
inclusiv 

• Regulamentul (UE) 2024/1689 al Parlamentului 
European și al Consiliului din 13 iunie 2024 de 
stabilire a unor norme armonizate privind 
inteligența artificială („EUAIA”) 

Politici Magna relevante/conexe 
• Politica Magna privind informațiile 

confidențiale 
• Magna International Inc. Politica privind 

dezvăluirile corporative 
• Magna International Inc. Politica, procedurile 

și liniile directoare privind confidențialitatea și 
protecția datelor 

• Politica Magna privind clasificarea 
informațiilor  

• Politica Magna privind securitatea corporativă 
• Politica globală Magna privind e-mailul, 

internetul/intranetul și rețelele sociale 
• Politica Magna privind securitatea IT/OT 
• Magna International Inc. Politica de răspuns la 

incidentele de securitate cibernetică 
• Politica Magna privind sănătatea, securitatea 

și mediul 
 

 

https://magna.sharepoint.com/sites/MagnaPolicies/SitePages/Confidentiality-Policy.aspx
https://magna.sharepoint.com/sites/MagnaPolicies/SitePages/Confidentiality-Policy.aspx
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FLEG%5FCorporate%5FDisclosure%5FPolicy%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FLEG%5FCorporate%5FDisclosure%5FPolicy%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/:u:/r/sites/Magna-Dataprivacy/SitePages/DataPrivacyPoliciesandProcedures.aspx?csf=1&web=1&e=LTGVud
https://magna.sharepoint.com/:u:/r/sites/Magna-Dataprivacy/SitePages/DataPrivacyPoliciesandProcedures.aspx?csf=1&web=1&e=LTGVud
https://magna.sharepoint.com/:u:/r/sites/Magna-Dataprivacy/SitePages/DataPrivacyPoliciesandProcedures.aspx?csf=1&web=1&e=LTGVud
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?FilterField1=Category&FilterValue1=Information%20Classification&FilterType1=Choice&FilterDisplay1=Information%20Classification&viewid=de4ba12f%2Dfedd%2D4146%2Db445%2De9191c403d45&CT=1767881238592&OR=OWA%2DNT%2DMail&CID=310859b7%2D591e%2Dc8f0%2D1948%2D1d6afb7dad3d
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?FilterField1=Category&FilterValue1=Information%20Classification&FilterType1=Choice&FilterDisplay1=Information%20Classification&viewid=de4ba12f%2Dfedd%2D4146%2Db445%2De9191c403d45&CT=1767881238592&OR=OWA%2DNT%2DMail&CID=310859b7%2D591e%2Dc8f0%2D1948%2D1d6afb7dad3d
https://magna.sharepoint.com/sites/MagnaPolicies/SitePages/Information-Security-Policies.aspx
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FCC%5Femail%5Finternet%5Fintranet%5Fsocial%5Fmedia%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FCC%5Femail%5Finternet%5Fintranet%5Fsocial%5Fmedia%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FIS%5FInformationSecurity%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FIS%5FCyber%5FSecurity%5FIncident%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FIS%5FCyber%5FSecurity%5FIncident%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FHSE%5FPolicy%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FHSE%5FPolicy%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FHSE%5FPolicy%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
https://magna.sharepoint.com/sites/MagnaPolicies/Documents/Forms/AllItems.aspx?id=%2Fsites%2FMagnaPolicies%2FDocuments%2FHSE%5FPolicy%5Fen%2Epdf&parent=%2Fsites%2FMagnaPolicies%2FDocuments
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